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Abstract
This paper deals with motion planning for a mul-

tifunctional underwater robot which can accomplish
various missions, e.g., swimming, walking and grasp-
ing objects. Authors have developed a unified motion
planning method which can generate motion planning
for a variety of task by a single algorithm. In this
method, motion planning problems are modeled as fi-
nite horizon Markov decision processes. The optimum
motion planning is obtained by Dynamic Program-
ming, however　 Dynamic Programming is sometimes
thought to be of limited applicability because of the
curse of dimensionality. To avoid the curse of dimen-
sionality, authors applied a random network as a state
transition network. The explosion of the number of
states can be suppressed by using the random network.
The effectiveness of the proposed method is demon-
strated through numerical simulations of two types of
tasks for multifunctional robots. One is a reaching
task, the other is a generating thrust force task.
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1 Introduction

The field of underwater robotics is currently enjoy-
ing a period of high interest and growth. Applications
for such robots include exploration of deep sea envi-
ronment, cable maintenance, monitoring of subsurface
structures, and biological surveys [1]. Authors have
been developing a multifunctional underwater robot
which can accomplish various missions, e.g., swim-
ming, walking and grasping objects [2]. The robot is
equipped with a redundant degree of freedom manipu-
lator. It has two excellent features; One is robustness
for troubles, the other is multifunction, that is, it can
use not only as an arm, but also as a finger for gripping

objects, or a fin for swimming.
It is necessary for a robot to generate motion plan-

ning according to various missions. The problem is
that we must develop the corresponding motion plan-
ning algorithms for each individual task. Authors have
developed a unified motion planning method that can
generate motion planning for a variety of task by a sin-
gle algorithm. In the method, motion planning prob-
lems are modeled as finite horizon Markov decision
processes. The optimum motion planning can be ac-
quired by using Dynamic Programming.

This paper presents a new approach which has abil-
ity to avoid curse of dimensionality. The number of
state increase exponentially with the number of state
variables is called the curse of dimensionality. The
conventional Dynamic Programming is to discretize
state space with full grid points. Due to the exponen-
tial growth in the full grid discretization as the number
of state variables increases, Dynamic Programming is
still commonly considered to be computationally in-
tractable. The proposed method generates a random
state transition network by discretizing the state space
at random. The random network can prevent from
exponentially increasing of the number of states. The
optimum motion planning can be acquired by using
the Dynamic Programming in the random network.

The effectiveness of the proposed method is demon-
strated through numerical simulations of two types of
tasks for multifunctional robots. One is a reaching
task that is composed of a manipulator posture plan-
ning, so that the robot keeps to a minimum of energy
consumption [3]. The other is a generating thrust force
task that is driving the robot forward by a fluid drag
force that acts on a manipulator. The experimental
results show that the proposed method could generate
reasonable motion planning at two problems of motion
planning by a single algorithm. The proposed method
used a random network could apply to a high dimen-
sion problem, and enabled the computation time to be
shortened.



2 Motion Planning Problem

In this paper, authors dealt with two motion plan-
ning problems of a multifunctional underwater robot.
The one is a reaching task which is a path planning
task for a robotic manipulator. The other is a generat-
ing thrust force task for a multifunctional underwater
robot. The reaching task is to obtain an optimum
sequence of postures in fluid. In the reaching task,
the optimum planning minimizes energy consumption
caused by the fluid drag force. Authors consider a
movable underwater robot equipped with a manipu-
lator in the generating thrust force task. This robot
generates fluid drag force to move in front by moving
the manipulator. In this task, the objective function
is to maximize the advancing distance.
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Figure 1: Reaching task and Generating thrust force
task

2.1 Coordinate System of a Manipulator

Figure 2 shows the coordinate system and parame-
ters in the manipulator. x and y are horizontal, verti-
cal directions, respectively. li is the length of the ith
link θi is the angle of the ith link. The shape of the
links are assumed to be columns. Joints are assumed
to be small enough compared with the links, so that
fluid drag forces which act on joints are able to be
omitted in the calculation. S is defined as a manip-
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Figure 2: Configuration of three-link manipulator

ulator posture, which is vector composed of angles of
the links, given by

S = (θ1, θ2, · · · , θi, · · · , θn). (1)

A point of the nth link’s tip becomes the position of
the end effecter. The point is given by

xTip =
n∑

i=1

li sin θi, yTip =
n∑

i=1

li cos θi. (2)

Coordinates of other links can be provided by using
the equation (2). The notation P is a sequence of ma-
nipulator postures become target posture from initial
posture, It is given by

P = (Sinit, S2, · · · , Sj , · · · , Send), (3)

where Sinit is the initial posture where the manipu-
lator begins to move is an initial posture, Send is the
target posture which the end effecter reaches target
coordinates, j is the number of posture changes, and
Sj is jth manipulator posture.

2.2 The Fluid Drag Force

The Fluid drag force is given by

f = Cd
1
2
ρDu|u| + Cmρ

π

4
D2 du

dt
, (4)

where D is a diameter of the column, Cd is a drag
coefficient, Cm is an added mass coefficient, u is a
velocity of a link through the fluid. ρ is a density of
the fluid. Since the velocity of the link is small enough,
the second term at the right of the equation (4) can
be omitted. The fluid drag force acting on each link is
shown as follows by the use of the equation (4)

Fx,i = Fx,i+1 + fi cos θi (5)

Fy,i = Fy,i+1 − fi sin θi (6)

Mi = Mi+1 + Ti + Fx,i+1li cos θi − Fy,i+1li sin θi, (7)

where fi and Ti are given by

fi =
∫ li

0

Cd
1
2
ρDiui|ui|dri,

Ti =
∫ li

0

Cd
1
2
ρDiui|ui|ridri.
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Figure 3: Forces acting on a link

2.3 A Reaching Task

Multifunctional underwater robot is operated un-
der the subsea environment. It is necessary to con-
sider an influence of fluid drag force caused by sea cur-
rent. Thus, authors consider that a motion planning
problem which minimizes energy consumption caused
by the fluid drag force. The energy is determined by
torque which acts on the joints and the angles of the
links moved in a period. In the motion planning prob-
lem, the cost function is formulated by using the con-
sumed energy. When a manipulator posture changes
from SA to SB , the cost function is shown approxi-
mately in the following,

Cost(Sa, Sb) =
n∑

i=1

∫ θSb,i

θSa,i

Midθi + ∆E, (8)

where n is the number of the links, θSi is the angle of
the ith link in the manipulator posture S, ∆E denotes
energy consumption caused by a mechanical friction.
A total cost is provided by the use of the equation (8)
as

Total Cost(P ) =
|P |−1∑
i=1

Cost(Si,Si+1). (9)

In the reaching task, the motion planning problem is
formulated as an optimization problem of minimizing
a total cost of the equation (9).

Optimum Planning = min
P∈PAll

Total Cost(P ) (10)

where PAll denotes sets of all executable motion plan-
ning in the motion planning problem. In this paper,
the positive energy obtained from the current is not
considered.

2.4 A Generating Thrust Force Task

In this section, authors describe the motion plan-
ning problem of generating thrust force for a movable
underwater robot. The robot is able to move in front
by using the fluid drag force that acts on the manip-
ulator. In this paper, it is assumed that the body of
the robot is constrained by the rail. For a preliminary
experiment, the one dimentional motion is considered.
For simplicity, the effect of the added mass which is
concerned with the fluid is assumed to be negligible.
Consider that fluid drag forces that acts on main body
and each links. The motion equation of the body is
given by

Mẍ = Fbody +
n∑

i=1

Fx,i, (11)

where M is a mass of the movable underwater robot.
Fbody denotes the fluid drag force that acts on the
body of the robot except for the force on the links.
Fx,i denotes the fluid drag force of x axial component
that acts on the ith link. n is a number of links of the
manipulator. In this problem, the optimum planning
is a motion to maximize advancement distance of the
robot.

3 A Unified Motion Planning Method

The motion planning problem of the multifunctional
underwater robots is modeled as finite horizon Markov
decision processes. Optimum motion planning for var-
ious tasks is obtained by using Dynamic Programming.

3.1 Markov Decision Processes

State transitions of the robot is represented as a
network showing Fig.4.

In the network, a node denotes a manipulator pos-
ture. A direction of an arrow denotes a direction of
the posture change. f(si, si+1) is an objective func-
tion, when the robot posture changes from si to si+1.
In reaching task, an objective function is consumed en-
ergy caused by fluid drag force. On the other hand, an
objective function is an advancement distance in gen-
erating thrust force task. Thus, the motion planning
problem is considered as a graph search problem.

Assuming that Markov property is approved, the
motion planning problem is considered as a Markov
decision process. Markov Decision Processes frame-
work for planning is rich in capturing the essence of
purposeful activity in various situations. A Markov
decision process is defined by its state and action sets
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Figure 4: State transition network

and by the one-step dynamics of the environment [4]
[5]. A state s is defined as a manipulator posture. An
action a is motion of each link in the posture change.
A reward R(s′|s, a) is a value of the objective function
in the state transition. A value function V (s) denotes
the expected total reward starting at state s accord-
ing to the strategy. In Markov decision process, the
Bellman equation is shown by

V ∗(s) = max
a∈A

∑
s′∈S

p(s′|s, a) (R(s′|s, a) + γV ∗(s′)) , (12)

where S is state sets, A is action sets, and γ is a
discount factor. The optimum policy is obtained by
solving the equation (12) by using the standard Dy-
namic Programming. The policy is the optimum mo-
tion planning for various tasks In this paper, a stan-
dard value iteration method is used for solving the
Bellman equation.

3.2 Discretization of State Space

In this section, authors describe a random network
used as a state transition network. State space should
be discretized in standard Dynamic Programming. In
conventional method, the state space is discretized like
a lattice. However, this method is suffered from the
curse of dimensionality. The curse of curse of dimen-
sionality is a phenomenon that a number of states in-
creases in exponential. A random network which dis-
cretizes the state space at random, is developed as a
method to avoid the curse of dimensionality [6] [7]. In
this paper, the state transition network is produced by
the random network. The optimum motion planning

can be obtained by using Dynamic Programming with
this network.

4 Experiment and Results

In order to confirm the validity of proposed method,
several experiments of two tasks for the multifunc-
tional underwater robots were made. One is the reach-
ing task, the other is the generating thrust force task.
Figure 5 shows settings of the multifunctional under-
water robot in two tasks.

Initial Posture

Target Posture

Initial Posture

Sea Current

Figure 5: Settings of two Experiments

4.1 Experiment 1: Reaching Task

The aim of Experiment 1 is to verify whether the
proposed method could obtain the motion planning
minimizing the consumed energy by fluid drag. In
the experiment, the 4 D.O.F. manipulator was used.
The parameter of the experiment is set as follows:
li = 0.7[m], Di = 0.2[m], Cd = 1.17, ρ = 1.023, |u| =
2.0[m/s], and θlimit = ±1.571[rad], where θlimit is the
angle where the links of the manipulator can rotate.

In order to compare results, three motion planning
were used: Planning 1 is to reach a target posture
in the shortest time, Planning 2 is generated by the
unified motion planning with the lattice network, and
Planning 3 is generated by the unified motion plan-
ning with the random network. The lattice network
was provided by discretization of the state space like
a lattice. Each dimension of the state space is di-
vided evenly into 11 parts. The number of nodes is
114 = 14641, the number of links per a node is 80 in
the lattice network. On the other hand, the random
network was provided by discretization of the state
space at random. The number of nodes is 8000, the
number of links per a node is 50 in the random net-
work. The simulation is executed 10 times and the
performances are evaluated by the average of the re-
sults.

Figure 6, 7, and 8 show the motion planning ob-
tained by simulation of the reaching task. All planning



could obtain the motion to reach from the initial pos-
ture to the target posture. Table 1 show the cost and
the computation time on experiment 1. Planning 2 has
the smallest cost among the three motions, although
the computation time is longest. The computation
time of Planning 3 is a half compared with Planning
2. Planning 3 is the most effective solution, consider-
ing two points of the computation time and the cost.
Authors could notice that the motion of the best so-
lution shown in Figure 7 or Figure 8 takes advantage
of the sea current.

Table 1: Simulation results of experiment 1

　　 Cost[J]　　 Computation Time[s]

Planning 1 0.93044 ± 0 178.0 ± 0
Planning 2 0.00073 ± 0 661.3 ± 0
Planning 3 0.01326 ± 0.0088 344.5 ± 20.5

Figure 6: Motion to reach in the shortest time (Plan-
ning 1)

Figure 7: Motion obtained by proposed method with
lattice network (Planning 2)

4.2 Experiment 2: Generating Thrust Force
Task

The aim of the experiment is to verify whether the
proposed method could obtain the generating thrust

Figure 8: Motion obtained by proposed method with
random network (Planning 3)

force motion. In the experiment, the movable under-
water robot equipped with the 3 D.O.F manipulator
is used. The parameter of the experiment is set as
follows : li = 0.5[m], Di = 0.2[m], Cd = 1.17,M =
5.0[kg], ρ = 1.023, θlimit = ±1.047[rad], and θ̇ = 0.034
[rad/s], where θ̇ is the velocity of the links of the ma-
nipulator. The height and the width of the body is
0.2[m] and 0.3[m]. In the lattice network, the num-
ber of nodes is 113 = 1331, the number of links per
a node is 26. In the random network, the number of
nodes is 600, the number of links per a node is 50. In
order to compare results, two motion planning were
used : Planning 4 is the motion planning generated
by the unified motion planning with a lattice network
and Planning 5 is the motion planning generated by
the unified motion planning with a random network.

Figure 10 and 11 show the motion planning ob-
tained by simulation of the generating thrust force
task. In the both motion the motion of the manip-
ulator is a flutter kick for swimming. Table 2 show
the average velocity and the computation time on ex-
periment 2. Planning 4 is superior to Planning 5 in
the average velocity. The computation time of Plan-
ning 5 is a half compared with Planning 4. Planning
5 is the most effective solution, considering two points
of the average velocity and the computation time.

Table 2: Simulation results of experiment 2
Average velocity [m/s] Computation Time [s]

Planning 4 0.0271 ± 0 510 ± 0
Planning 5 0.0235 ± 0.0052 248 ± 34.5

5 Summary and Conclusions

In this paper, authors developed the unified motion
planning for multifunctional underwater robots. The
motion planning problems are modeled as Markov de-
cision processes and optimum motion planning is ob-
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Figure 10: Motion obtained by proposed method with
lattice network (Planning 4)

Figure 11: Motion obtained by proposed method with
random network (Planning 5)

tained by standard Dynamic Programming. The pro-
posed method can generate motion planning for a va-
riety of tasks by a single algorithm. In addition, the
proposed method used random networks enabled the
computation time to be shortened. The method could
avoid the curse of dimensionality, since the number of
nodes is independent on the number of state variables.
The validity of the method was confirmed through two
experiments.

The drawback of the random network approach is
that the quality of the best solution has large variance
because of the random location of the state node. That
is, the solution is depending on the initial design of
the random network. It is necessary to develop the
method to suppress the variance.

In the future work, authors will utilize the conju-
gate gradient method to solve the problem that the

random networks approach has the variance of the so-
lution. The method is an algorithm for finding the
nearest local minimum of a function of variables which
presupposes that the gradient of the function can be
computed. The locations of the nodes in the solution
are modified by the conjugate gradient method, so that
the quality of the solution is improved. Therefore, this
approach could reduce the variance of the solution in
the random network.
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